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Executive Summary

The US Army Informations Systems Command (USAISC) and the
departmental agencies within the command are undergoing major
changes in the way USAISC does business as corporate entity. Changes
are occurring in the automation of information and the exchange of
information between the sustaining base in USAISC. ISDN is the
objective configuration of the Army to support and manage this
information flow. To effectively evolve to this objective configuration,
the capabilities and limitations of ISDN must be understood so a
comprehensive transitions plan can be developed. This Final Report is
intended to provide findings and results stemming from the AIRMICS’
ISDN Research Program that will enable the Army to make educated
decisions on the use of current and proposed ISDN standards and
applications as the Army transitions to the future. It also describes the
general expectations, delusion, and surprises that we encountered
while we were dealing with ISDN. Other key aspects of this report
are:

* ]t examines the applicability, usability, and inter-operability of
ISDN for a variety of present and future distributed, user applications.
In order to make the findings and results as widely applicable as
possible, the approach taken was to study the detailed nature of the
services provided at the various ISDN user interfaces and compare
these to the requirements of user applications.

¢ It delineates a detailed study of the ISDN user interfaces
examining both the specifications for the interface as well as for
specific implementations. This study includes the effects of noise and
other impediments on the interface, the presence of improperly
configured terminal equipment, and other anomalies that might be
encountered in a general user environment.

e In support of this project, an ISDN Experimental Facility was
established to provide the capability of developing testing techniques
and procedures without disrupting the normal operations of the public
network which is the ultimate target for the testing. This report
describes, in great detail, the original vision, the actual
implementation, problems that occurred, and limitations encountered
during the set up and operations of the experimental facility.

* It also describes the specialized test equipment and test
procedures which were designed and developed for this project. Data
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from initial tests performed to obtain quantitative characteristics of
the ISDN services were reported and analyzed.

e This report quantifies several factors in addition to
performance that will have effect on the utilization of ISDN services.
Although the research focused primarily on a set of technical issues in
evolving to ISDN, a number of other factors, which are non-technical,
but often have a direct impact on technical issues were also identified
and addressed.
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Technical Issues in Evblving to
Integrated Services
Digital Networks (ISDN)

1. Introduction

It is our acknowledgement that the results and findings from the
GIT's report! were extremely instrumental and widely used in
preparing this document. Some of the research efforts were focused at
issues in line with the Army’s ISDN transition strategy and
requirements that we gathered through meetings with various Army and
DoD organizations.

Project Chronolo
The dates for key milestones during this contract period are:
¢ Contract award 3 February 1989
* Project kickoff meeting 9 March 1989
e BellSouth Enterprises participation 15 July
¢ College of Computing/Electrical
Engineering move to AECAL 15 September 1989
¢ Equipment order determined for 30 September 1989
AIRMICS
¢ Permission to order equipment 12 October 1989
received
¢ Initial implementation of S-Bus November 1989
error injector
¢ Informal project review 20 November 1989
* ISDN lines installed 30 January 1990
e Formal project review 15 March 1990

1The Georgia Institute of Technology was the primary contractor for the project
“Technical Issues in Evolving to ISDN", sponsored by AIRMICS. This work has been
executed under contract DAKF11-86-D-0015-0022, GIT Project E-21-F31 (School of
Electrical Engineering) and G-36-615 (College of Computing), during the period March 3,
1989 to November 3, 1990.
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2. Scope of this Report and Other Project Support

The primary scope of this report is limited to the results of the ISDN
applications research conducted under the conditions that these
results will provide an opportune foundation to serve the Army’s needs
towards ISDN transitioning. Where appropriate, findings from other
studies are referenced and incorporated. All instances of results from
other research or operational ISDN facilities are acknowledged as
such. A major and active supporter of the current work is BellSouth
Enterprises which has contributed a significant amount of expertize to
this project.
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3. Summary of the Project Technical Tasks

There were three sets of research oriented tasks specified in the
statement of work for this contract

* The first set of tasks required the development of techniques
and procedures to quantitatively measure and evaluate the
performance characteristics of emerging ISDN services.

e The second task required the establishment of an ISDN
applications research facility.

e The third set of tasks required analysis and comparison of
potential ISDN services to existing services.
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4. The Georgia Tech ISDN Experimental Facility

This was the "second" task of the project; however, the existence of an
operational experimental facility was essential to developing and
verifying the measurement and evaluation procedures to be developed
under the "first" task.

Original Vision for the Experimental Facility

Figure 1
The Georgia Tech ISDN Experimental
Facility
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The original plan for building an ISDN test facility was formulated
around the concept that generic connectivity would provide the
solution for applications testing. It was felt that three separate sites
comprised of equipment of similar type would support test scenarios
simulating many normal environments. It was envisioned that a site in
the School of Electrical Engineering Communications and Computer
Engineering area (the third floor of the College of Computing
building), a site in the AIRMICS office area (located in the O'Keefe
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Building on the Georgia Tech campus) and a site in the College of
Computing Networking Laboratory would be interconnected (Figure 1).
Both central office ISDN phone lines and lines provided by ISDN
central office simulators connected via fiber carrying primary rate
ISDN would be installed allowing testing of both the CO LAN
environment and self-deployed post-based LAN. One site, the College
of Computing Networking Lab, would be an experimental node with
analysis and patching equipment. The other sites would be "standard
user" sites with computers, terminal adapters, and supporting
software - ISDN control software, ISDN applications programs.

With the fiber already in the ground on the Georgia Tech campus, the
fiber connectivity was considered to be relatively easy. Special
assembly pricing for phone lines providing ISDN service were
established by Southern Bell, and ordering and installation were
begun. Equipment was ordered to provide the patching and
connectivity at all sites and ISDN protocol analysis gear was borrowed
from BellSouth. As equipment arrived, wiring was installed and
connections were completed. There were some problems with the
installation of the equipment that were unexpected. These are
discussed below.

One major purpose of the experimental facility was to permit inter-
operability testing of terminal adapter cards and other terminal
equipment from various different vendors. Applications were chosen
that would represent a cross section of what is needed in the office
environment and an attempt was made to procure a version of these
applications that would run in the ISDN environment. Some of the
application areas were word processing, screen sharing, voice call
management, and shared file serving.

Projected equipment on each node consisted of several PC/AT class
machines, Apple/Macintosh computers, terminal adapters (both PC
add-in cards and stand-alone); and, if possible, some type of
monitoring device. Two sites were to include Teleos Central Office
Simulators which simulate the ISDN service provided by AT&T SESS
equipment. Since the "real” ISDN lines obtained from Southern Bell
were serviced by a Northern Telecom DMS-100 Central Office, there
was now a capability to hook-up and install any ISDN terminal
equipment or terminal adapters regardless of which form of signalling
it implemented — stimulus signaling on the DMS-100 or functional
signaling being used on the SESS.

The original goal and plan were to have a test facility up and running
within six months. This experimental facility was to contain
sufficiently diverse equipment and applications software to be able to
emulate the generic environment envisioned to be supported by ISDN-
type services.
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Planned Connectivity

As was stated earlier, the original ISDN network was to consist of two
separate and distinct parts: that connected by the public central office
and that connected by the customer owned PBX (simulation). It was
envisioned that eventually (when equipment became available to do so)
either or both of these parts would be interconnected using the
Georgia Tech campus-wide ethermet network. Three sites were
identified for placing equipment. These were the College of
Computing Networking Laboratory, the Electrical Engineering
computer cluster (the AT&T laboratory), and the AIRMICS' Research
& Development Lab in the O'Keefe building on the Georgia Tech
campus. The Networking Lab in the College of Computing building
was to be the major experimental site housing test and patching
equipment as well as computers for running applications. The other
two sites were primarily for simulating the office environment in
which ISDN was envisioned to be used. BellSouth was offered the
opportunity to participate as a functioning node and some work has
been done toward that end although the physical connectivity via the
central office would be the only possibility as fiber is not yet available
from the Georgia Tech campus to the BellSouth building.

Each site was originally planned to have several different vendor's
ISDN PC terminal adapters for use in several different machines
including IBM PC/ATs and PS2s and Apple Macintoshes. The
AIRMICS node had some IBM PC/ATs and Maclls. The Networking lab
already contained several ATs and procured two PS2/model 80 IBM
workstations. Apple Maclls were also already available on a limited
basis in the Lab. The EE node consisted of AT&T 6386 machines
which were AT compatible. A Teleos ASK200 central office simulator
providing 4 basic rate and 1 primary rate lines was ordered for the
Networking lab and the AIRMICS lab. EE was to utilize only the
Central Office Northern Telecom lines.

In summary, the AIRMICS central office simulator was to be
connected to the College of Computing Networking Lab central office
simulator utilizing optical fiber and all three sites (Networking Lab,
AIRMICS, and EE) would be connected in star-fashion using the "real”
ISDN central office lines through the central office at Courtland
Street, Atlanta. This would allow the study of both generalized ISDN
connectivity and post, private exchange ISDN service.

Implementation of the Initial Experimental Facility

The following activities were undertaken during the establishment of
the ISDN laboratories at AIRMICS and at the GIT College of
Computing.

e Identify hardware and software required
¢ Identify potential products and vendors
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e Obtain products
¢ Check-out products
¢ Interconnect AIRMICS, College of Computmg and EE
¢ Obtain ISDN lines to Southern Bell switch

Connectivity Actually Established

Ten ISDN BRI lines were ordered from Southern Bell with funding
from BellSouth Enterprises. Two of these lines were to be delivered
to the AIRMICS lab, two were to be delivered to the EE lab and the
other six were to be distributed into the Networking lab and
surrounding offices for use in a real environment. Patching was set up
in the data closet outside the Networking lab that allowed moving of
the lines as needed to any point in the Networking lab. More patching
was set up inside the lab itself for patching monitors and computers
together and into variously configured lines. It was envisioned that
several different configurations of lines would be necessary for
complete testing: three of the lines were ordered with B channel
packet switching available and the rest were configured with B
channel circuit only.

For terminal adapters, several companies were approached. AMD,
Hayes and Northern Telecom were the initial providers of terminal
adapter cards for PC/AT class machines. Teleos and Vadis terminal
adapters were later purchased since they also provided a more clearly
defined application programming environment for different existing
applications, although this did not solve the problem. Teleos,
Northern, and Vadis provided call manager software which was useful
in recording logs of phone calls and provided a directory for automatic
call placement. Vadis also provided electronic mail delivery and
screen sharing. Northern used the Microsoft Network interface which
can utilize Word Perfect to work across the ISDN through a screen
sharing package. Teleos provided the easiest interface to the
programmer and thus was the platform of choice for doing in house
programming of test tools. Also, others in academia were using the
Teleos card and we were able to procure some third party software
which was written to run on this platform.

Since there was no available ISDN card for the Macintosh computer,

- an external terminal adapter was necessary. AT&T 7506 ISDN
telephone sets were used to provide this function in conjunction with
software provided by Newbridge. This software allows sharing of files
between IBM PCs and Maclls by interfacing through the host
computer's serial ports to the EIA232 interface on the phone sets.
This link was limited to about 19.2 Kbits per second due to the nature
of the host serial ports.
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ISDN Wiring and Distribution

As was mentioned earlier, there are several different standards emerging
for ISDN premises wiring distribution. No one has gained a firm hold on
the industry so there is still some ambiguity in what wiring and
connectors should be used. BellSouth is standardizing on the RJ45
connector for both S/T and U interface connections. But Northern is still
making phones which use the RJ11 connector. There are other
problems as well. Harmonicas, which convert a 50 pin phone connector
into six RJ45 connectors, have different intermal wiring standards. This
is confusing and there is no set standard as to which of these should be
used in general. Cables may be made straight or rolled. These terms
refer to the way the color code is followed in crimping the RJ45
connectors on the ends of the 8 wire cabling that is used for ISDN
connections. If both of the connectors have the same color code when
looked at side by side, they are considered straight. If not, they are
considered rolled. This could be thought of as reversing the polarity of
the pairs in the cable since the wires are paired starting with the inner
two and moving outward. But then this standard is also not universally
followed. The rules and tricks of connecting ISDN devices together must
now be learned on a per manufacturer basis with help from their
installers. The hope is that someday, a general document will be available
which will permit someone with general telephone knowledge to be able
to connect any ISDN device.

Generally, ISDN wiring could be planned exactly like standard POTS
wiring with one exception: consideration of the placement of the NT1,
the Network Termination (NT) device which terminates at the "U"
interface and creates the S/T passive bus interface. The NT1 requires
power and may in turn provide power to the Terminal Equipment that it
services over the 8 wire cables that are used to connect up to eight
terminal devices to the NT1. This means that if the power to the NT1
goes out, the NT1, the Terminal devices will not operate, and thus all
phone service disappears. This may be a rea! problem since the phone
companies in the US do not plan to furnish power to the NT1 over the U
interface. The consideration of the placement of the NT1's must take
into account whether this phone service outage will be acceptable or not
and if not, some sort of uninterruptive power supply must be used and
all NT1s located near this device. Otherwise it may be that the NT1s
may be distributed to the offices where the ISDN services will be
terminated and powered from receptacles in the office. Since the U
interface is two wire and the S/T interface is four wire some cost savings
may be had by co-locating the NT and TE. But this must be considered
carefully.

ISDN over the Campus Fiber Network

A pair of the campus optical fiber was allocated to carry primary rate
ISDN between the Teleos Central Office Simulators located in the
College of Computing node and the AIRMICS node This is currently
being accomplished by using a standard DS1 DSU/CSU which takes
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the DS1 signals leaving the Teleos Central Office Simulator and
transmits them over a fiber connection across the campus in a point to
point fashion.

Fiber is not a trivial media to work with as connectors must be
attached by someone with experience. Also, the political ramifications
of procuring such a scarce resource, a pair of fibers installed in
conduit underground, are not negligible. To use a single pair of fibers
to carry 1.544 megabits per second when it could be carrying 10
megabits or 100 megabits, is considered wasteful to some. It required
much discussion for the College of Computing to gain permission to
use a pair of multimode fibers for this project though it was assumed
to be of no consequence when the task was begun.

General Expectations and Disappointments

As was discovered after the installation process for the test facility was
begun, the level of expectation for the setting up of the test bed was
outside the bounds of reality. It was expected that both Northern
Telecom and AT&T equipment would be supported by all vendors.
This proved not to be the case — vendors initially supported only one
or the other. It was expected that various pieces of equipment from
different vendors would interoperate with other vendors' equipment.
This also was a false expectation similar to the one that was prevalent
when Ethernet first started appearing on computer equipment.

It was also expected that if you could imagine that ISDN worked in a
certain way, it would. The operation of the passive bus was one of
these. The Northern Telecom Central Office initially did not support
dynamic allocation of B channels to terminal equipment. The Bl
channel was allocated to the TEI 1 device and B2 is allocated to TEI 2
by the switch. This prevented all eight devices on a fully configured
passive bus from having voice access. Only D channel activity is
allowed to TEI3-TEI8. Other things such as the expectation that 22
gauge wire would fit into standard RJ45 connectors caused much
wasted time.

Problems That Occurred and Limitations Encountered

The problems that occurred in setting up the test facility are of
general interest since they help to describe experience in trying to be
first at reaching some goal. The problems can be divided into seven
major categories:

e Real problems with ISDN itself;
Manufacturer implementation strategies;
ISDN application software problems;

Effect of ISDN on other application software;
Support hardware and wiring;

Page 12




Technical Issues in Evolving to ISDN Final Report
e Dynamics of the ISDN equipment industry and marketplace;

¢ ISDN line problems.

Problems With ISDN Itself

Real ISDN problems are those considered to be directly caused by the
ISDN standard itself. Some would classify the speed of the B channel as
a real ISDN problem since it is slow compared to other local area LANs
existing today. This is not considered a problem here, rather an
application issue. Problems that are considered in this category are: the
lack of coordination between B channels in the basic rate line making it
hard to cascade B channels to add bandwidth; the multiplicity of
standards for ISDN (CCITT, ANSI/T1, BELLCORE); and the fact that
power is not provided by the network (is ISDN a single line service?).

Manufacturers Implementation Strategies

A problem that surfaced somewhat unexpectedly was that equipment
would usually not operate with both the AT&T interface and the
Northern Telecom interface. This meant that one piece of equipment
was necessary to communicate over the central office Northern
Telecom standard ISDN lines and another was necessary for the
Teleos provided "AT&T standard” lines. Some software would work
on one set of equipment and not on the other. So the amount of
equipment necessary to do applications testing became much greater
than expected. It was apparent that some software would have to be
written to get complete connectivity of all of the pieces that were
needed to do the testing envisioned.

ISDN Applications Software Problems

The major applications software specific ISDN problem is the lack of
application programming interface specification. This often led to a
complete inability to have inter-operability between different vendors
implementations of software. Even where NETBIOS is specified as the
interface, proprietary additions have been placed on top of NETBIOS
for added functionality which often causes incompatibility with other
ISDN interfaces.

Writing software for any of the equipment (except external TAs) proved
to be a great challenge also. Most companies had modified an existing
standard programming interface to adapt it to use with ISDN; however,
ISDN provides both voice and data capabilities. Thus, those companies
who used NETBIOS had to add capability. This meant that knowledge of
standard NETBIOS calls was not sufficient to write software for these
cards. It was difficult to find companies who had already documented the
changes to NETBIOS that they had added so that we could begin writing
code. This continues to be a problem. Any company that provided
unmodified standard interfaces generally did not take advantage of any
new features that ISDN allowed. This treated ISDN as a data pipe and
required the user to do any negotiating of the channel through some
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separate interface (such as the AT command set of the Hayes modems or
the command set for the AT&T 7506). This was not deemed acceptable
for the envisioned environment.

Effect of ISDN on Qther Applications Software

Other application software problems include the applications
themselves which will run on stand alone computers but are very
complex when used in conjunction with ISDN interfaces.
Configuration is a major chore when trying to bring up applications
over ISDN. (A somewhat similar condition is found with X.25
interfaces.) There are many more variables to consider than those
encountered in "standard" networking software. It is sometimes
difficult to make applications work on top of services provided by the
ISDN equipment. There is also the problem of the memory required
by ISDN device drivers and Call Managers. There may be little
memory left for other applications.

Support Hardware and Wiring

Support hardware was a major stumbling block for the test facility.
Equipment that was ordered per manufacturers' specifications and
sales information did not work upon arrival. Plugs, jacks, wire sizes,
stranded versus solid wiring, color codes, pairing of wires, and
connections between patch panels all became tedious and recurring
problems that took much interaction with vendors and sales people to
solve. This appears to be a problem of trying to use existing standards
for wiring with a new service and not being able to get information
distributed as to which standards are appropriate or specified with
which parts of the ISDN specification. There are apparently different
wiring specifications for the U interface than for the S/T interface.
This is not the fault of vendors or manufacturers, but merely a lag in
information distribution and a lack in solidification of the nuts and
bolts of the standard.

Dynamics of the ISDN Equipment Industry and Marketplace

The type of industry into which ISDN was born is another major factor
in implementing a facility. Much of the manufacturing sprung up
overnight. But when the demand was not what was expected some of
it quickly sank back into uncertainty. Northern Telecom discontinued
its terminal adapter, which was one of the better ones when used in
conjunction with Northern Telecom DMS100 phone lines. The card
was intended as an example for others to follow and to show what
ISDN services would provide as a bootstrap effort for the industry. It
did its job well, but those that started using this card really had
nothing to replace it when it was removed from the market. Another
hardware and software manufacturer, Vadis, is in the process of trying
to sell its hardware line and remain only as a software provider. These
constant changes and the resulting uncertainties made it harder to
obtain service for these components. Along with this, sales force
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turnover made it very hard to reach a state of continuity and
consistency in contacts with several vendors.

Shipping delays were a considerable problem in this project.
Seemingly, many companies had product offerings that were ready to
ship. But, apparently, most of these products were new and not in
stock. They had to be built before they could ship. Teleos required a
considerable lead time, part of which was our fault for not having the
funds up front for the purchase, and part of which was Teleos' for the
delay in construction and shipping. It was not until December 1989
that we received the boxes. Vadis had a similar problem. We ordered
5 Vadis terminal adapters, three for the AT platform and two for the
PS2 platform. The PS2 cards were not in assembly yet (still
apparently in beta testing) and so we took delivery of five cards for ATs
with the condition that we would swap two for PS2 cards when they
became available. The cards still are not available.

Software upgrades are coming out fast and furiously now since the
standards are still changing. With Northern's move to functional
signalling in the BCS29 and BCS31 releases, most companies that
supported Northern are having to rewrite their code to this new
standard. AT&T is apparently changing some of their standard also
and if BellSouth goes to the Bellcore standard, things may have to
change more still from the TA and TE manufacturers standpoint.
Software upgrades are not cheap and the ongoing changes are causing
problems with our connectivity. In moving to 2B1Q for the "U"
interface, most of our TE type equipment is having to be changed out.
Northemrn is doing this free through BellSouth but this also means that
our phone sets must be changed. This is not a mandatory upgrade
(going to 2B1Q) but is desirable from our perspective. This change
will aid in keeping current with the industry.

BCS31 provides functional signalling from the Northern switch at the
central office. But there are still more incompatibility issues. AT&T
phone sets will not work on Northern functional lines even though 5ESS
lines provide functional signalling. It is apparent that the "standard"
issue is not going to be solved for a while.

ISDN Line Problems

Problems resulted from being a early customer for non-tariffed service
from our local Bell Operating Company. Being the first non-internal
customer for DMS100 lines gave us first hand experience with the
phasing in of a new service. We helped to trouble shoot the process of
ordering lines (with Southern Bell and the Georgia State Department
of Administrative Services, the telco for state entities), with all the
associated variables that needed to be set by the line translations.
Billing was another area that provided interesting experiences. Since
ISDN services are not currently tariffed, negotiations on what was to
be charged for were carried on by several groups inside the phone
company and ourselves. Federal regulations also had a part in this
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confusion and may need to be modified to fit the new service provided.
(For example, Federal regulations require the access charge to be
assessed per telephone number not per access line.)
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5. Instrumentation for the Experimental Facility

Traffic Loader and Tester

Two types of connectivity are available with ISDN: voice and data. Also,
with data connectivity there are two types: circuit switched data and
packet switched data. Testing in this environment requires several
types of tools. One tool that has been missing in the data realm for
some time is a device which will originate data traffic, send it out over
a data circuit and terminate the data, keeping complete statistics on
the delays experienced by the data in transit across the data circuit.
Such a device has been constructed in the Networking Laboratory in
the College of Computing and is called the Character Timer. A
companion device, the Packet Timer, has been constructed and is
functional although not to the degree of the Character Timer.

It is important to understand the value of such a device. In the voice
world where circuit switching is used, delay of the voice data is
constant. It is only the call setup time that varies. Much testing has
been done to characterize the delays involved in call setup for voice
switches. But this has not been the case for packet switches where
each piece of data may experience different delay as it traverses the
system. To understand the system, one must understand the
interrelation between data loading, window size in windowed
protocols, errors, and throughput. This is a non-trivial task even in
the simplest networks consisting of two terminals and one packet
switch. Delay is directly proportional to loading and errors but
inversely proportional to window size after some startup function.
Optimizing performance in such a system requires fine tuning and one
of the only good indications of performance that is valid is end to end
delay of the data through the system.

The Character and Packet Timers maintain a history of the delay
experienced by each and every character/packet that was injected into
the system and present that data as a histogram on completion of the
experiment. It is envisioned that in the future, snapshots of the
histogram at various points in experiments will be kept for later
analysis. In a well functioning packet switching system (a statistical
multiplexer) the delay histogram looks like a thin Gaussian curve
around some mean. More loading is inserted into the system the
curve may fatten out and even take on some other apparent Gaussian
overlays on top of the original curve. This is normal and consistent
with expectations of statistical systems. But as the loading increases
or errors are introduced, the curve begins to smear across the range
of the histogram and the delay has essentially no mean, becoming
totally random across some range. This means that the system is
getting out of its proper range of operation. It is important to
recognize the points at which this happens so that network designers
can allow for backup and redundancy where necessary. This has not
been done consistently in the past.
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An important part of this research is to characterize ISDN's packet
switching services as to their end to end delays under various loading
and error conditions so that these points of failure can be determined.
It is also necessary to understand the end to end delays and the delays
associated with call setup on of the circuit switching mode of ISDN
connections. These results are all anticipated in future work.

Three general capabilities that should be available in any data
communication testing facility are

e The generation of traffic loads
* The measurement of delivery delay for traffic
 The measurement of effective traffic throughput

There are certainly a number of other specific characteristics that
should be examined and quantified to completely describe
performance such as:

e Call set-up delay

Call disconnect delay
Reliability

RESET indication rate
Protocol robustness

However, these will be handled by other aspects of the experimental
facility.

Functional Requirements for Traffic Loading and Performance Testing

Perhaps the most important lesson that has been learned in previous
performance testing projects conducted in the Computer Lab was that
averages are an inadequate characterization of almost all performance
statistics. It had become abundantly clear on previous projects that
averages hid ihe interesting or useful data. It had been found that
presenting the actual observed data distribution, in the form of a
histogram or some other appropriate graphic, often enables the
experimenter to gain valuable insight into the functional operation and
performance of the system under test.

The general functional requirements established for the traffic loading
and performance testing equipment were developed during a number
of previous performance testing projects.

e The test device should be capable of generating traffic of the
required type: characters, data link frames, network layer
packets (e.g. X.25), or whatever is appropriate for the layer
under examination.

e The test unit should be capable of generating traffic described
by a variety of probability distributions such as: poisson traffic
generation, uniform distribution of time between traffic units,
constant time between traffic units, miniinum time between
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traffic units (traffic is sent at the maximum rate possible by the

load generator), or have the time between traffic units governed
by flow control imposed by the access port of the system under

test.

e The traffic load generator and performance tester should be a
separate and independent piece of equipment, i.e. these
functions should not be implemented in one of the switching
nodes of the interconnection subnetwork. As shown in Figure 2,
this will permit the traffic to enter and leave the System Under
Test at different access points (i.e. ports) and still be directly
attached to the test equipment. This permits the testing of the
performance of paths thru the System Under Test (SUT) that do
not have to close on themselves within the SUT. Exiting the SUT
on the far side is quite acceptable and allowable since the delay in
the line connecting the exit port to the test equipment will have
a fixed delay that can easily be measured and subtracted from all
delivery delay measurements.

L}

Figure 2
Traffic Load Generator and Performance
Tester

Test #1 {

Test #2 {

Test #n {
Test Equipment

e It is also desirable, from the point of view of cost-effectiveness,
that the test equipment be capable of running multiple tests
simultaneously. It is essential that simultaneous tests be
performed on many of the different types of systems that are
tested. Simultaneous, parallel tests are required to "load down"
the SUT and to determine if there are any systematic
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differences in the performance delivered or attainable at
different parts of the SUT.

e Some automatic analysis of the test data and graphical
presentation of the results are essential functions of the tester.
Automatic scaling of the test results is desirable to provide
easily interpreted graphs. In accordance with the requirement
stated above, the results of the test should be presented as
histograms of the distribution of delivery delays. In addition,
the total throughput achieved for the period of the test should
be calculated and presented. A capability to store test results
should be provided so that the results of various test runs can be
easily compared, again, graphically.

Performance Test Equipment Developed at Georgia Tech

Several pieces of equipment, which were designed and developed
specially for this project, were described below.

The "Packet Timer"

The current work at Georgia Tech on the development of load
generator and testers is at the Network layer, specifically the X.25
Sub-layer. This is an area in which performance measurement is of
high interest to a wide variety of parties including users as well as
systems developers; however, there is very little equipment available

to help them.l

An important operational requirement for the Packet Timer is the
capability to run simultaneous tests on a number of X.25 ports. Since
the number of simultaneous tests desired could be quite large, this
created a subsidiary requirement that the cost per port be low. The
decision was made to utilize a multi-channel, programmable
communications board that fit in the IBM AT personal computer.

The predrammable interface board has sufficient power and memory
to permit the complete test procedure and data gathering to be run on
the board requiring no interaction with the AT except to set the test
parameters, start and stop the test, and display and store the test
results. Since the objective was to measure the performance, i.e.,
throughput and delivery delay, of the store-and-forward subnet, a
complete implementation of X.25 is not required — there is no need
for error or exception handling, special feature facilities, negotiation,
etc. Basically, all that is required is the data transfer portion of the
X.25 procedures.

1The only units that we know of that test packet performance — throughput and
delivery delay — were both developed in England. The first, Microflood. was developed
by British Telecom. Although it does test up to 16 ports simultaneously. it is quite
expensive — approximately $100,000. The other unit developed by Cybermation is
cheaper, approximately $20,000; however, it does not test as many ports. Neither unit
has ever established a market in the U.S.
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The basic capacity of the interface board selected is four synchronous
lines. The board also has the capability to add four more ports;
however, before doing that we must establish that the processor can
handle that many interfaces correctly and still maintain accurate
timing. Another capacity factor that must be evaluated with respect to
maintaining accurate timing is the number of logical channels/virtual
circuits that may be active simultaneously. Obviously, performing a
large number of simultaneous tests with one board is desired, but only
if the test results remain accurate. Another mechanism to increase
the number of simultaneous tests is to utilize multiple boards in the
same AT to reduce the cost per test port. Since the AT itself is not
involved in any manner during the running of the test (the board even
has its own clock) this is certainly an attractive option that this
approach provides.

The data reduction and presentation for the Packet Timer is the same
as for the other test units — a single number for the average
throughput per unit time and a histogram chart showing the
distribution of delivery-delay times.

The Current "Character Timer"

The Character Timer test units in the Networking Lab have gone
through several "generations" of development — at least three. The
motivation in each redesign was the utilization of a new, hopefully
better, implementation platform and the improvement of the user
interface and data presentation.

The Character Timer has just recently been implemented on the same
platform as the Packet Timer, a programmable communications
interface card for the IBM AT. Obviously, there are great benefits in
reducing the number of different pieces of test equipment that must
be maintained in the lab. In addition, the use of this card makes it
very easy to implement a multi-port tester to run simultaneous tests
easily and economically. It is clear that all of the test units should be
implemented on the same platform if that is possible. As development
of such units continues, there may be further changes in the host
platform utilized; however, the basic concept, and even many of the
details, will remain unchanged.

Protocol Monitoring and Analysis

Monitoring of the ISDN protocols was necessary for several reasons. It
was at times necessary to monitor the ISDN lines to locate problems
when trying to connect different vendors' equipment together. Also,
with the large number of sometimes confusing parameters necessary
to be set for configuring an ISDN TA, mistakes were sometimes made
which required monitoring the line to find. There was a definite
learning curve involved in becoming adept at connecting and running
these devices and that curve was shortened by having realtime

Page 21




Technical Issues in Evolving to ISDN Final Report

monitors. It cannot be overstated that startup functions in any field
have a break in period that requires users to take an active part in the
analysis and configuration of components. This will be a challenge for
most office environments for the next few years since most of these
groups do not expect to have to keep technical staff on hand to
troubleshoot low level problems.

The original concept was that the monitoring of the ISDN protocols
and their analysis under operating conditions could be performed
utilizing commercially-available ISDN protocol analyzers which were
beginning to appear on the market. In general, this turned out to be a
suitable assumption; however, it was quickly learned that not all ISDN
protocol analyzers are "equal”’. Further, this particular type of protocol
analyzer was still being developed and/or refined by nearly all of the
existing suppliers, and the capabilities of the various analyzers were
not fixed nor common across the industry.

A Tekelec Chameleon 32 has been furnished on temporary loan by
BellSouth Services Science and Technology for use in the Networking
lab. This device provides excellent breakout of all layers of ISDN
protocols and a history mechanism that allows saving to disk files of
large amounts of data for later display. It will act as both monitor and
simulator for apparently any configuration of ISDN equipment and both
AT&T and Northern Telecom equipment. There were several times
that problems could not have been solved, or at least not as readily,
without this piece of equipment.

The Teleos ASK200 has some built-in monitoring and analysis features
that make it usable as an ISDN monitor. It will show activity on the
line #nd a display of the bit fields in the ISDN frames being exchanged
across lines connected the ASK200.

Controlled Error Injector for the ISDN S-Bus

It was felt at the beginning of this task that some means of injecting
controlled errors into ISDN connections would be necessary to gain a
full understanding of the protocols involved and the interactions
between the layers that ISDN provides. Random errors, which one
would normally expect to see, would, in general, only succeed in
causing the link to be lost and so only adding delay as the link was
reestablished. Controlled errors could instead be used to analyze the
protocols and see where problems may occur in particular
environments. It may be that these environments will never exist, but
the understanding gained by the analysis is important to the goals of
this project.

One of the important research goals of the project was to perform a
close examination of the ISDN control protocols, particularly those
used on the D-Channel of the Basic Rate Interface, from the points of
view of correctness, performance, faimmess, and robustness. Although
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there have been previous studies of some of these factors, there was
no work identified that addressed the last factor of robustness with
substantiating experimental work. To accomplish this work there is a
requirement to be able to selectively monitor and modify the bits in
the various channels on the S-Bus as if they had been modified by
noise.

The passive bus configuration is one place that error testing is
envisioned as necessary. What if all devices on a passive bus assume
that they have the channel and begin transmitting? What happens to
the CO switch? Does it reconfigure or go into diagnostic mode? If so
what is the delay incurred on each of the stations on the passive bus?
If the echo bits in the frame level data unit are manipulated in a
certain way this error can be inserted and the results observed.

An initial design was begun on an electronic device which would
intercept and repeat an ISDN BRI line such that signals coming in
would pass through with only minimal delay and very specific changes.
For example, if a random bit were flipped, the checksum on the frame
level data unit would appear to be invalid and thus the frame would be
rejected. This would not allow changes and errors to be inserted into
the packet/network layer for testing there. So, the design was
extended to allow the addition of an intelligent monitor on the line
which would understand the framing and control information of all
layers and allow modifications to packets or frames and recalculate the
checksum and reinsert it. This would preserve the link layer integrity
while inserting errors in specific places.

Direct Injection of Noise

Direct injection of noise in the S-Bus signal stream might have
worked; however, it is likely that most noise hits on the bus would
corrupt the signal so much that the physical level of the TE/TA or the
NT1 would force a complete disconnect and reinitialization process.
To exercise and test the error recovery capabilities of the D-Channel
Data Link Layer Protocol, access procedure, and control procedures
would require more selectivity and finesse in how the errors are
injected. The errors must be injected specifically into the D-Channel
time slots on the bus signal and they must be linked so that the coding
rules of the physical layer, modified AMI, were not violated. The error
would then pass the D-Channel Physical Layer and be presented to the
D-Channel Data Link Layer as "a good Physical Layer bit stream.”

An Example Test — D-Channel Access

Having the capability just described would permit the execution of
some rather unusual tests. One question that holds continuing
interest concerns the D-Channel access control mechanism. The
purpose of a D-Channel message is indicated by its address field
specifically the SAPI portion, Service Access Point Identifier. The
access control procedure for the TE/TA's is that priority is given to
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the transmission of messages with the lowest address, i.e. SAPI "0"
designates D-Channel messages involved with circuit switching control
of the two B-Channels. If there is conflict with two TEs or TAs
sending the same SAPI, then the tie is broken by the TEI, Terminal
Equipment Identifier, which is in the second octet of the address field
and is never duplicated on a S-Bus. All of the bits received by the NT1
on the D-Channel from the TE/TAs are echoed back to the TE/TAs on
the other pair of wires in the S-Bus. A TE/TA attempting to access
the D-Channel starts to send its LAPD frame and listens to the echo
bits. If the TE/TA hears an address lower than its own, it immediately
stops transmitting and waits until later to attempt access again.

What do you suppose would happen if all of the TE/TAs attempting to
access the D-Channel observed that the "echoed address" was a higher
number than their own? It is not at all clear from the protocol
description what would happen. It appears that the results .night be
much more implementation dependent than protocol definition
dependent. In any event, the ability to force the D-Channel bits to all
"1s" without causing a disconnect would allow the results to be
observed.

This is just one example of the numerous tests of the D-Channel
operation that could be performed utilizing such a capability.

Functional Requirements of the S-Bus Error Injector

In order to perform its functions, the S-Bus Error Injector (Figure 3)
must become an actual part of the S-Bus completely intercepting it,
removing original signals, and transmitting the modified ones. The
first capability that the unit must have is the ability to demultiplex the
S-Bus signal into its component channels — NT1 to TE: D, D-Echo, B1,
and B2; TE to NT1: D, Bl, and B2. After the individual channels have
been separated, then errors can be selectively inserted to examine
their effect on the protocols of the specific channels.

Design and Implementation of the S-Bus Error Injector

The initial design of the error inserter has been completed; a device
has been constructed which, when inserted into an S/T link between
an NT1 and a TE, will allow transparent operation of the TE. The next
step is to add the intelligent processing to this device to allow the
controlled error injection. Neither of these steps is trivial. Since
most ISDN chip sets are VLSI, knowing the schematics of these chips
is not necessarily helpful in the design of discrete circuitry. Several
different designs were contemplated before a successful one was
found. Also the speed at which the intelligent processor must run to
analyze the bit stream coming in at 192k bits per second in each
direction is quite high. This last part of the project is still under way.
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Figure 3
ISDN S-Bus Error Injector
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ISDN Central Office Simulation

An important aspect of the development of the testing program was a
need to have an experimental environment in which testing
procedures could be tried out with no danger of causing problems for
others. Of course, there were ISDN service lines providing access to a
real ISDN central office; however, it is easy to imagine problems that
might result from "playing” with a real switch that itself was still under
development and field trial to some extent. It would certainly not
favorably impress one of our major ISDN research supporters, and the
effects on the other "innocent” subscribers were certainly
unpredictable. (Needless to say, there were several problems with the
service on the "real" ISDN lines; and it was comforting to say that the
experiments to develop testing techniques definitely were not the
cause of those problems.) The answer was to use an ISDN central
office simulator which was available as a commercial product.
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The Teleos ASK-200 Central Office Simulator

Two ASK-200 Central Office Simulators were purchased from Teleos,
Inc. of New Jersey. These simulation units were described as having
the following capabilities:
¢ Provide Basic Rate Access (BRI} ISDN service lines fully
emulating the actions of the AT&T No.5ESS central office
runnirg the AT&T ISDN software, release 5E4.2. (Of course,
the state of development of the software for the simulators and
the features that it supports is a "moving target" just as is the
state of development of the software for the real No. 5 switch.)

e Provide Primary Rate Access (PRI) ISDN lines that could be
used to interconnect two simulators.

¢ Miscellaneous monitoring and control features added to the
simulator to assist in developing terminal adapters, line cards,
etc.

The experience of installing the two simulators was actually quite
simple. However, there were a few problems encountered. It was
originally assumed that the Teleos ASK200 would allow PBX type
connectivity to the local site and then provide remote connectivity
over the central office BRI lines provided by Southern Bell. This
turmed out not to be possible. The ASK200 will only communicate
between like boxes and over primary rate ISDN. Also, at this time the
ASK-200 would not support the Northern Telecom standard. Since
primary rate was not available, an alternate approach was used. DSU'’s
providing T1 type connectivity over fiber were installed in the
AIRMICS lab and the Networking lab. These were connected using
the campus fiber which provided DS1 transmission between the two
labs. These will be connected to the two Teleos ASK200's to provide
the backbone connectivity between the two sites.

Status of the Central Office Simulation

The two simulators were installed and became operational. They have
operated as expected both when connected directly together while
both were located in the College of Computing Networking Laboratory
and are expected to perform as well when interconnected over the
DS-1 fiber link between the Networking Laboratory and the AIRMICS
Lab.

The simulators have fulfilled their intended role of providing an
isolated ISDN environment in which there was total freedom to
experiment.
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6. Project Results

This section documents the activities which took place under each of
the tasks and the results of the work performed.

Analysis of the ISDN Protocols

The task plan identified the D-channel as an area for research and
performance analysis. A doctoral student within the College of Computing
examined these protocols and prepared his PhD thesis entitled "Analytical
Studies of D-Channel Traffic". This thesis contains a theoretical analysis of
the D-channel and its capabilities. The thesis is summarized in Appendix C.

Functional Tests and Evaluation of ISDN Services

Although this project was focused primarily on a set of "technical
issues" in evolving to the ISDN, a number of other significant factors
were identified during the course of the project — some of these were
technical while a number of these other factors are non-technical but
often have a direct impact on technical issues. They are identified and
discussed here to emphasize their importance although the
investigations of many of these issues are far from complete.

User Acceptance of ISDN Services

In general, ISDN user acceptance has been very slow with the only
incentive being free or reduced costs for ISDN services for users
currently experimenting with ISDN via telco-sponsored ISDN trials.
There have been no specific hard dollar cost savings offered by ISDN
that would spur users to implement this new technology. An
application such as the Visicalc spreadsheet, that fostered growth in
the personal computer market, has yet to be uncovered for the ISDN
market. In addition, users with large investments in their private
networks or those with wideband communication requirements are
not eager to convert to ISDN. This slow acceptance of ISDN is
reflected in the insignificant implementation of ISDN lines to date. As
of the end of 1989, there were fewer than 100,000 lines of ISDN in
service.

Some of the reasons the ISDN market has been slow in taking off are
that only special ISDN tariffs are available, standards seem to be a
moving target, users cannot connect separate islands of ISDN, and
ISDN CPE equipment is available but is not inter-operable.
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Qualitative Evaluation and Testing

ISDN_Applications
The ISDN Environment for Applications Software

The applications software environment provided by ISDN connectivity
is certainly no worse than that provided by POTS. The lack of the
analog conversion and modulation/demodulation necessary seems to
decrease the errors experienced over standard modem provided
connectivity. But, in this project connectivity has been established
only over a single CO.

Those applications which were designed with ISDN in mind, providing
calling line ID and multiple channel utility, are perceived to be more
useful than any existing counterpart over standard phone service. This

brings the service provided by the phone company one step closer to that

service provided by local area networks.

ISDN Applications Examined by This Project

A number of applications utilizing ISDN services were examined during
this project. Some of these examinations were in the form of extended
demonstrations while others were actually utilized by project team
members during the project.

Word Perfect running over the Microsoft Networks provided
over the Northern Telecom ISDN card

ISDN call managers running on Northern Telecom cards, Vadis
cards, and Teleos cards

Video conferencing equipment provided by PictureTel

Screen sharing software provided by Vadis and Northern
Telecom

Electronic mail provided by Vadis

Disk sharing software provided by Newbridge over PCs and
Macs

Disk sharing inherent in the use of the redirector provided by
the Vadis/Novel combination

IP over ISDN provided as experimental software by Dory Leifer of
the University of Michigan in conjunction with equipment and
software from Teleos and Rockwell/CMC. This included telnet,
ftp, rlogin, ping, and other standard network utilities from the
UNIX suite.

ISDN protocol analysis provided by Tekelec through BellSouth
Science and Technology.
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Lack of A Standard ISDN API

As was previously mentioned, the one greatest stumbling block to
applications testing was the lack of a ubiquitous interface for programs
running on the ISDN hardware environment. Even the platform
provided by Vadis, which includes COMM interface, REDIRECTOR,
NETBIOS (extended), and a hardware interface, could not fit all
applications directly since there is the need to dial up from one site to
another to gain connectivity over ISDN and standard applications
(those not designed to go over a network) do not have provision for
this. Other network applications assume certain tools at their disposal
including address and name resolution, dynamic address assignment,
and broadcast facilities. No address resolution is provided and very
little is done to allow automatic timing out of connections when idle.
Applications programming interface standards are the single greatest
need in the ISDN industry today.

What is an "API"?

An application program interface (API) is a means to clearly divide the
responsibilities and actions required in providing and utilizing a
specific set of services. The standardization of an API provides the
capability to develop software modules that are usable on multiple
platforms with different implementations of the server module.

A typical API is an interface between two software modules — the
client which accesses the services of the server. (Figure 4) The client
requests services by invoking subroutines or procedure calls which the
server executes. Therefore, a typical API is dependent on a particular
language for its detailed definition since that would include the exact
syntax (formats, etc.) of the procedure calls and replies. It should be
noted that the model shown in Figure 4 can be recursive, i.e. the
"client” utilizing a particular "server" may itself be a "server” for
another “client.”

What ISDN Applications are Missing

As the project progressed it became clear that there were a number of
"applications software capabilities” that would be of high value in an
ISDN environment; however, they are not yet available, or those
versions that are available are not totally satisfactory.

An Effective ISDN Call Manager
Computer-Based Telephony

"Groupware"”

On-Line Discussions

Collaborative On-Line Document Preparation
Multimedia Applications
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Figure 4
A Conceptual Model of an API

System Response to Error Conditions

What is being referred to here is a functional error not a transmission
error such as caused by noise. An example will ciarify the difference.

What happens if two TE1ls (ISDN terminals) are assigned the same TEI
(terminal equipment identifier), perhaps by switch settings or
configuration parameters, and then attached to the same S-Bus. When
this was done it was observed that the CO switch removed the line
from service and performed local line diagnostics for about fifteen
minutes before reinstating service on this line. It was also observed
that connecting two devices to a single BRI with two different TEIs
can be unpredictable as one may not be recognized if added much
after the first one is connected. Neither one of these has yet been
rigorously tested.

Use of Multiple B-Channels

The PictureTel video conferencing equipment demonstrated another
factor in using ISDN which is different from standard POTS. The
provision of multiple B channels over a single copper line leads one to
believe that using both of these B channels to double the effective
bandwidth should be easy. This is not the case. There is no guarantee
from service providers that the B channels will take the same path
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through the network and so may have different delays end to end.
PictureTel has solved this problem by inserting delay into their system
which allows resynchronizing the B channels at the destination, but
with the cost of having a noticeable delay in conversations held over
their systems. The system still performs very well but this added
problem needs to be solved in the future.

LAN-to-ISDN Bridging

The need to study and experiment with LAN-to-ISDN bridging
capability was identified within the statement of work and the task
plan for this contract. There are two aspects to the LAN/ISDN
bridging problem. One was to identify existing or newly marketed
equipment that was available that would provide connectivity between
stations on the ISDN and stations on other LAN technologies. Another
was to address some of the problems that exist in connecting standard
LAN technology over ISDN. Both of these have been examined to some
extent and are discussed below.

Existing equipment was of two types: that which treats ISDN as just
another leased line providing 56k or 64k bits per second connectivity,
and that which utilizes the dial up capability of ISDN to provide
dynamic bandwidth increases to a connection between LANS. There
are several bridge manufacturers who are currently providing the first,
Vitalink and others, by exchanging the standard 56k data set for an
ISDN external terminal adapter. This essentially requires no change
to the existing equipment and will work as well or better than the
previous technology. The second type of equipment is just beginning
to appear. There is apparently only one manufacturer claiming to
provide dynamic bandwidth allocation for bridging by using multiple
ISDN channels: Teleos. Teleos, in conjunction with IBM is now
offering the ability to connect IBM token ring networks together using
their ASK platform with new software and a token ring VME bus card.
Their claim is that as more bandwidth is needed for traffic between
the two token ring networks, it is provided via other ISDN channels.
As the need disappears, it is torn down. Performance data for this
system is not yet available. The term "Just in Time" networking is
used to describe this process, the term being taken from the
manufacturing concept where parts are delivered "just in time" to be
used by manufacturing.

It was felt that there were certain problems that must be solved before
the complete integration of ISDN into the LAN environment could be
considered complete. The Internet is considered the most functional
interconnection of LANs in the world and thus was used as a model of
what real interconnection should be. The example is that distributed
services should run on the network and be accessible to all LANs: e.g.
name service and internet mail delivery. This is not currently possible
using ISDN as a LAN interconnection means, at least not in the general
sense. Work is being done to more fully identify the issues involved
and scope out some possible solutions. For this reason a co-project

Page 31




Technical Issues in Evolving to ISDN Final Report

was begun to build an ISDN adapter interface card for the NeXT
computer at the College of Computing of GIT. This computer provides
a UNIX platform which provides applications interfacing to the
existing Internet services. The NeXT platform also provides an
impressive user interface builder which allows next to no time to be
dedicated to writing code for this purpose. The computer's high
speed also makes it suitable for an ISDN to ethernet router in keeping
with the Internet style of connection. The hardware development for
this task is nearing completion and software design has begun.

Quantitative Testing

The usability of any data communications service is the result of the
combination of functional capabilities provided and quantitative
performance provided. The observation and evaluation of the former
is relatively easy — "Does the system do 'X-Y-Z' under all conditions?"
On the other hand, quantitative performance testing presents a
number of problems and challenges. The most common problem
encountered, not just with the ISDN services, is the lack of tools to
assist in making these measurements. In this project this was
addressed by a specific task to develop instrumentation for the
experimental. This task was discussed above.

Initial Plans for Quantitative Testing

It was recognized early in the project that a number of quantitative
tests would be required in a complete study of the ISDN-user interface
services. Some of these are listed below.

¢ Tests of call setup time on the ISDN CO switch.

¢ Tests of the CO ISDN packet handler

¢ Tests of D channel data carrying ability

¢ Measurement of delay on D and B channel packet data

¢ Error injection into BRI service to test CO switch and packet
handler

Performance Testing in the ISDN Environment

The testing facility was utilized to conduct performance testing on the
ISDN. There were several tests that were attempted; however, valid
results were obtained from only one set of tests.

General

The ISDN B and D channels provide basically three modes of
information exchange: packet information exchange over the D
channel using an asynchronous PAD function provided by an external
adapter, packet information exchange over a B channel between an
adapter on the ISDN line and the packet handler/packet switch in the
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Central office, and synchronous, bit-oriented data over a circuit-
switched B channel.

It is obvious that the synchronous, bit-oriented data over the B channel
circuit should perform exactly as a modem since there is buffering in
the circuit. The only results possible from this testing would be the
single delay value that all data would incur as it traveled to the central
office and back. It is expected that this delay value would be small
although it was not tested in this project. In general, modems add
delay in the neighborhood of 12 to 20 milliseconds for local calls with
increasing delay related to the distance between the modems. This
same or lower expectations should apply for the B channel circuit-
switched service.

Performance Testing Procedures

B-channel packet switching was not tested since equipment was not
available which would complete a packet call to the packet switch in
the central office. B-packet lines were available; however, the available
equipment (Infotron, provided by Southern Bell) was never brought
into proper operation to achieve packet connections to other packet
lines in the lab.

D-channel packet switching was tested and consistent results were
obtained. The D channel operates in the packet mode for everything.
Control packets are exchanged for call setup and idle circuit
management. The D channel is multiplexed between all eight possible
stations on the passive bus. This implies that the D channel is
statistically multiplexed. Our past experience with statistically
multiplexed systems has shown that statistical multiplexing causes
random delays around some mean delay time. The smallest time is
usually fixed; however, the maximum delays depend on loading into
the system. These characteristics were confirmed by our testing of the
ISDN D channel in the lab.

Performance Testing Results

Figure 5 is typical of the results obtained from injecting asychnronous
character traffic into a D channel PAD (packet assembler
disassembler) produced by Infotron. This device is a stand alone ISDN
Terminal Adapter which operates in the PAD mode on the D channel
and B channels. It has two ports of which one was used on each end.
The character timer described elsewhere in this document was
connected with its output side to one Infotron PAD and its input to the
other. The circuit was set up externally and the experiments were
begun using different character loading rates for different trials. The
PADs were set up as follows: each character caused a single packet to
be assembled and transmitted, echo was turned off, flow control was
disabled, the window was left at the default value of 2 at the link level.

It must be kept in mind that the PAD function utilizes X.25 which is a
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Figure 5
Character Delivery Delays
Typical Test Results — Single Test

ISDN Central Office Packet Handler
Loading: 100ms Inter-Character Delay

5

4

Number of Characters Received

130 150 170 190 210 230 250 270
Delivery Delay (ms) -

layered protocol and the concatenation of the link layer (LAP/D) and
the packet layer (PLP) can cause some of the effects that were
observed. But, in general, the observations show that the asynchronous
nature of the packet handler is the main cause of the variations in
delay across the network.
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The graph has two axes: the horizontal axis is time delay experienced
by characters as they traverse the circuit through the system under
test and the vertical axis is the number of characters which incurred
the delay value represented on the horizontal axis. Thus where a
normal curve is shown, most characters incurred the mean delay with
some coming earlier and some coming later. Interestingly, the
performance measurements on the D channel usually produced
bimodal graphs indicating that several different factors were
overlapping causing the delays. As loading was increased, the mean of
the curves always moved to the right indicating a longer delay. This
can be explained by the nature of queueing systems where characters
and packets are held in buffers in queues until such time as they can
be transmitted. This increases the delay across the system. Since all
curves were very similar, a single graph is reproduced here.

Limitations of the Experimental Setup

Equipment delay must be noted as a major cause of the large delays
indicated on Figure 5. A test was done to determine the delay between
sending characters into a PAD and getting the echo back. The results
show that 20-40 ms. of the delay are caused by internai processing in
the pad. There was no flow control available on the character timer.
Thus at high character loading, the delay results could not be assumed
to be accurate. The ISDN protocol analyzer connected to the line was
observed for consistency of the results; and when the character timer
appeared to be dropping too many characters, the results were
discarded. It was consistently observed that the minimum delay
incurred by characters traversing the ISDN D channel was about 130
ms. This is high compared to other packet switching systems;
however, a complete test has not been done to see how this really
compares to other available systems. .

Performance Testing Completed

Several performance tests were performed before this phase of the
project terminated.

B-Channel Call Completion

Call completion for calls local to one CO switch is very quick, less than
one second. For non local calls this increases to from 5 to 30 seconds
now. This is expected to decrease when SS7 is available between CO
switches.

B-Channel Data Delivery-Delay

The B channel circuit, as expected, has no variability in delay. Only
local CO testing has been performed.
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D-Channel Data

D channel data was implemented and tested; however, this capability
was not tested with the full passive bus configuration nor with heavy

call setup load and heavy data loading. See Figure 5 for an example of
the results of a D-Channel test.
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7. Other Factors Affecting the Usability of ISDN Services

Deployment of ISDN in the United States

The deployment of ISDN Services within the United States presents
several challenges and several economic as well as legal obstacles. A
major problem is funding this deployment considering both new
capital costs — major changes to central office hardware and software,
changes to the customer distribution subsystems, and changes to the
customer equipment — as well as the increases in recurring
maintenance and support costs. How much more will the customer be
willing to pay for the "added benefits of ISDN service"?

Even after the funding questions have been resolved another major
problem still remains — what is a suitable deployment plan? Obviously,
the entire country can not convert to ISDN overnight. What phasing
makes sense?

Effects of "Non-Universal" Deployment of ISDN Services

Of what value are ISDN services if they are available only at your
location and not at the "distant end"? Obviously, they can not be used
directly. There have been proposals for the introduction of modem
pools at non-ISDN central offices to handle the last mile of the data
transmission; however, the implementation of such a plan would
require a large amount of nationwide coordination and cooperation.
There are no simple answers to this problem.

The comment has been made that the ISDN services could at least
provide additional capabilities in your local area. The weakness in this
argument is that operations at the "ISDN-end" would then have to
support two modes of data communications operations — ISDN and
non-ISDN. This, of itself, would probably be counter-productive.

There is no question that ISDN services will not become truly useful
until there is reasonably widespread deployment.

Deployment of CCITT Signaling System #7 vs Deployment of ISDN

To date, almost all of the ISDN implementations have been standalone
islands with no interconnections between remote locations. Part of
the reason is that the local exchange and long distance central office
switches have not been totally digitized. Besides this, the telcos
central offices have not implemented Signaling System 7 (SS7) which
is required in order to support ISDN applications between remote
locations. SS7 is the key element required for ISDN universal
availability which will not be totally implemented for many years.
Therefore, ISDN will develop in a piecemeal manner with major
metropolitan areas first having ISDN and SS7 capabilities with other
remote areas eventually implementing SS7. Users will therefore
increase their ISDN applications in a step-by-step basis until SS7 is
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widely available to provide universal ISDN services to connect the
existing islands of ISDN together.

The stumbling block in SS7 connectivity is the enormous capital
expense associated with implementing the equipment for SS7 at the
telco's central offices. In addition, the interconnection between local
exchange companies and inter-exchange companies is taking place
very slowly. While competing inter-exchange carriers have managed
to interconnect SS7 networks, inter-connectivity between inter-
exchange and local exchange carriers remains an elusive goal. This
connectivity at the access tandem level will potentially not occur until
the 1992 time frame. At the central office level, nationwide inter-
connectivity probably will not be completed until the end of this
century. The local exchange carriers lack the incentive to install SS7
and provide connectivity to inter-exchange carriers. In addition, the
local exchange carriers are keeping inter-exchange carriers in the
dark regarding local exchange interconnection plans, proposed tariff
formats, rates and schedules.

The ISDN Customer Premises Equipment (CPE) Issues

The issue here is the cost of ISDN terminating equipment. It will
certainly be appreciably higher than present terminating equipment —
both voice and data. If the deployment is good, then businesses would
probably be willing to pay the added costs for the benefits achievable.
However, it is certainly doubtful that even a substantial proportion of
residential subscribers would be willing to buy new, more expensive
telephones to replace those that they were only recently forced to
purchase. A major impact of this would be the effect on deployment
plans. How can a deployment plan work that is based only on business
adoptions?

The Narrowband-ISDN vs. Broadband-ISDN Controversy

Narrowband-ISDN is the basic 2B+D service — two circuit-switched
channels at 64 Kbps each and one control/data channel at 16 Kbps.
The perception is that there is little that the general subscriber, e.g., a
residential user, can get with this that can not be obtained with the
currently available services. Hence, there is little incentive to pay the
added costs of new terminal equipment and increased monthly
charges. Many feel that this situation will present a major, if not
complete, barrier to the deployment of N-ISDN.

The availability of broadband services (above 64-Kbps, even up to
Mbps) would make it possible to delivery to the general customer
something that he is probably willing to pay extra for — for example,
entertainment in the form of on-demand video. For this, and other
reasons, many have taken the strong position that ISDN deployment in
the U.S. must wait on B-ISDN to be effective.
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Legal Issues Effecting The Deployment of ISDN

Legal issues will certainly have an impact on the deployment of ISDN.
In Europe the public carriers are rapidly moving ahead on the
deployment of ISDN for they see ISDN as an opportunity to enter into
whole new areas of business — the providing of telematic services, data
base access, information services, video, etc., as contrasted to strictly
telecommunication services. It is the added income from the new
services that will provide a large proportion of the added costs of
ISDN. Of course, in the U.S. the common carriers are currently
prohibited from engaging in such business.

Another legal issue has been raised that may impact some of the new
services being proposed for ISDN. The particular service currently
being examined is ANI-Automatic Number Identification, and the legal
questions being raised have to do with privacy issues. That service is
already being provided in pre-ISDN systems, and that is the cause of
the present concem. The ISDN issue is that several businesses see
the availability of ANI as an extremely attractive feature for improving
the performance of handling customer calls. If legal restrictions are
placed on ANI, that will be just one more impediment to establishing a
solid business case supporting deployment.

Full Implementation of the ISDN Packet Handler

This is certainly a change in the nature of the issue being raised. This
is a technical issue rather than economic or legal. There is not yet
available a complete implementation of the ISDN central office packet
handler. There are both implementation problems as well as
specification issues that must be addressed.

The ISDN CO packet handler is almost a complete store-and-forward
packet switch, and that characteristic alone defines a rather major
implementation task. In fact, the packet handler has to perform a
number of functions that a regular packet switch does not; and those
added requirements only exacerbate the implementation problem.

A further issue is raised by the definition of the role(s) of the ISDN
Packet Handler. Will it handle packet data on the D-Channel only or
will it support a direct connection to a B-Channel for the purpose of
handling packet data on that channel? Is the packet handler going to
serve merely as a gateway into already existing packet-switched public
data networks or will it also serve as a member of a new packet
switched subnetwork consisting of several ISDN Packet Handlers
directly trunked together? To assume the later role means that the
Packet Handler becomes even more complex than a regular packet
switch.
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Transition to and Integration of ISDN Services

The deployment issues raised above were primarily economic ones.
Again, there are definitely a number of technical issues involved.
Integrating SDN services into the existing systems. interconnecting
the various systems to provide reasonable services, and transitioning
to all ISDN present a number of very difficult technical problems that
must be solved. It is beyond the scope of this report to discuss those;
however, the magnitude of the problem can be highlighted by noting
the number of systems that must be integrated.

Integrating Interexchange Carriers and Local ISDN Services and
Facilities

Integrating ISDN Packet Handling with the Public Switched
Telephone Networks (PSTNSs)

Integrating ISDN Packet Handling with the Packet-Switched,
Public Data Networks (PSPDNSs)

Integrating ISDN Data Services with the Internet
Integrating ISDN Services with Private Networks
Creating an apparently "seamless network" for voice Services
Creating an apparently "seamless network" for data Services

Network Numbering Plans

Some of the details of the various numbering plans are given in the
Appendix A. Suffice it to say in this paragraph that there are different
numbering plans defined for the present public switched telephone
networks (PSTN), the present public data networks (X.25 and X.21),
and the ISDN. The maximum length of the address number is
different in each plan, i.e., 12, 14, and 15 digits. The problem for the
future is that all of the existing systems have to transition to the ISDN
numbering plan. How to accomplish this is a major question being
exami~ed by the CCITT. (It should be noted that we often do not give
numbe.ing plans the attention they deserve and require during the
planning stage to avoid the problems that can appear later.)

Network Management of "ISDN" Private Networks

Network management is an aspect of ISDN that is not well understood
at this time. The understanding of what the term network
management means to ISDN requires determination of the network
management requirements of ISDN, both as an independent
management domain and in relation to integration of an ISDN with
other network technologies and management domains. Efforts
towards identifying and understanding these requirements are taking
place under the North American ISDN User's (NIU) Forum. There is
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an ISDN Implementor's Workshop (IIW) profile team focused on
Network Management and ISDN Administration. Their work is not
complete at this time.

Costs of ISDN Services

How are the costs for ISDN services to be calculated? Even if the basic
principle of "return on investment" (ROI]) is accepted, and it generally
is, the problem is allocation of the investment costs. In today's public
networks the degree of integration already present creates a very
difficult cost allocation problem. For the level of integration that is
envisioned for ISDN, the issue of cost allocation becomes that much
more difficult. The criticality of this can be appreciated when it is
realized that "cost" should provide some basis for the tariff.

Effects of the "Advanced Intelligent Network" (AIN)

ISDN is basically a user interface to the services of the public
networks. AIN is concerned with the internal control and operation of
those public networks to provide the services. Certainly AIN will
provide essential support to ISDN; however, the reverse is not
necessarily true. The telephone companies are moving ahead with
AIN somewhat independent of progress on ISDN, for the need for
"Intelligent 800 Service" already exists and operations must be
improved regardless of ISDN.

ISDN Networking Systems Design

There is no question that the availability of ISDN services will provide
an opportunity for new design concepts. Many of the ideas presented
for "improved" systems merely exploit the high-speed data capabilities
of 64-Kbps. A few have managed to utilize the capability for
simultaneous voice and data provided by the two B-Channels; however,
even that can be done today with two lines. A "true ISDN" application
system design would be one that supported an application in a manner
that can not be done with a combination of current services. An
example of such a system design is discussed below.

Customer Call Handling Using Specialized ISDN Services

When a customer call is received it is connected to an automated voice
response unit that then interrogates the caller to determine some
basic information such as caller ID/membership number, caller
location, general nature of call, etc. This information is then placed
into a data packet that is distributed to the attendant stations over
their D-Channels utilizing the ISDN Packet Handler. The caller's
information packet is identified by the caller's number which is
provided by ANI. When the call is answered by a human attendant,
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ANI again identifies the caller and permits access to the information
packet which has been sent to the attendant station.
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8. Summary

Objectives and Goals of This Project

The primary objective of this research and study project was to
examine the applicability and usability of ISDN for a variety of present
and future distributed, user applications. The approach taken was not
just a simple trial usage test. In order to make the findings and
results as widely applicable as possible, the approach taken was to
study the detailed nature of the services provided at the ISDN user
interfaces and compare these to the requirements of user applications
as they could best be determined. The study goals also included a
detailed study of the ISDN user interfaces to include the effects of
noise and other impediments on the interface examining both the
"specifications" for the interface as well as for specific
implementations, the presence of improperly configured terminal
equipment, and other anomalies that might be encountered in a
general user environment.

Project Accomplishments
Establishment of the ISD N Experimental Facility

The first and most critical activity of the project was the
establishment of the ISDN Experimental Facility. This wa. required to
provide the test environment to accomplish the study tasks. This
facility was established, although not to the extent that was originally
envisioned. ISDN terminal equipment (i.e., ISDN telephones and
ISDN Terminal Adapter Cards for personal computers) was obtained
and installed; two ISDN central office switch simulators were
installed; ten real ISDN lines were installed by the local telephone
company; a limited amount of ISDN test equipment was obtained; and
some ISDN application software was obtained and installed on the
personal computers. Existing test equipment, i.e., a character load
generator and delivery delay timer was also made available for use in
the experimental facility in order to perform the initial performance
measurements. A number of technical and equipment availability
problems were encountered during the establishment of this facility.
Although these had an adverse effect on delaying and limiting the test
program, the nature and extent of these problems are considered part
of the findings of this study since they would certainly have a major
impact on the installation and utilization of ISDN applications by a
general user.

The Testing Program

As mentioned above, the problems in establishing the test facility and
the resulting delays had a major impact on the testing program. The
ability to perform throughput and delivery delay tests of ISDN data
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packets through real ISDN central office switches was demonstrated
and initial results obtained. A large amount of additional testing must
be performed before these results can be generalized. The testing of
the reaction of the interface protocols to the presence of noise was
not performed due to the problems encountered in designing and
implementing the S-Bus Noise Injector. (Work continues under
another project on the development of this piece of test equipment
since testing the ISDN D-Channel protocols in the presence of noise is
considered an important aspect of our overall ISDN research
program.)

Factors Effecting the Use of ISDN

Availability of ISDN Applications

One of the major impediments to the acceptance and utilization of
ISDN communication services at the present time is the almost total
absence of ISDN applications. Of course this can be a "Catch-22" or a
"chicken and egg" situation — there are no ISDN applications available
because there is no market for them and there is no market because
there are no applications to generate the market interest. Obviously, if
widespread utilization of ISDN services is to occur, something must
break this circular deadlock.

Another factor that is affecting the preparation of ISDN applications is
the lack of a standard ISDN API (Application Program Interface) to
create an environment in which ISDN applications could, at least to
some degree, be portable across different execution platforms. The
development of a "standard" ISDN API(s) appears to be a key factor in
fostering the growth of usage in this area, and this issue is being
addressed by a working group within the North American ISDN User
Group (NIU).

Availability of ISDN Services

A communication service is of little or no value if it is not available to
provide end-to-end service. It is difficult to generate interest in ISDN
services when they are being provided only in widely separated
geographical islands, and it is not at all clear to potential users when
the amount of geographical coverage will be improved to the level
necessary to make the services attractive or even usable.

Market Perception of ISDN

Another significant factor that affects the acceptance and utilization of
ISDN services was observed during this study. ISDN has for the most
part been "marketed"” as a technology not as services. Users are
reacting as might be expected in wondering why they should be
interested in a new technology when what they want are services.
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Cost of ISDN Services

There is no question that an ISDN access line to a central office will
cost more than a "plain old telephone” (POTS) line. The increases in
costs will not only affect the access line charges themselves but also
the cost of terminal equipment. Statements are made by some
telephone company executives that they are "willing to pay 1.5 times
as much per line for an ISDN central office as compared to a standard
switch." These added costs must be recovered from somewhere, and
the only logical answer is increased subscriber charges. Although
major reductions can be anticipated in the costs of ISDN terminal
equipment, those devices will still cost appreciable more that regular
telephones and modems, and the users do not perceive any really
important improvements in the services that they obtain.

Network Management and ISDN

Another factor that is going to have a strong effect on the use of ISDN
is the availability of network management capabilities for utilization
with ISDN services, especially when those services are being utilized
as resources in a private data network. Network management is being
more and more important to network operators, and for ISDN services
to be effectively and widely utilized it must be supported.

Other Findings of the Project

Complexity of Service Offering

Although the ISDN user services are not very complex conceptually,
i.e., digital access to a variety of communication services, in practice
they are. The complexity is first encountered when the initial order is
placed for ISDN service — the customer must specify the options and
features desired and some technical details; matters that never
concerned him before. In addition, the use of the services and the
detection and handling of troubles presents additional technical issues
to the users that they are not prepared to deal with.

ISDN Development Problems

Any new technology is going to have its share of development
problems; however, the development and implementation of ISDN,
which really equates to the implementation of the ISDN Central Office,
seems to have had a large number of delays. This may well be the
result of the problems in developing packet handling capabilities;
however, these should certainly have been anticipated by anyone who
is at all familiar with the development of similar capabilities in
standalone packet switches.
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Effects of Standards

Although the important standards for ISDN interfaces were published
in 1984 and developed even earlier, there were still a number of open
issues that required standardization — network termination interfaces,
testing, control messages, and many others. There is no doubt that
the absence of these standards has had an adverse effect on the
development of ISDN equipment as well as its acceptance, even in
concept, by knowledgeable user communities.

What Might be the Real Value of ISDN

The above comments may paint too bleak a picture for the value of
ISDN services. That is really not a valid assessment of the situation.
There are a number of problems that must be overcome in order to
achieve major user acceptance, availability of ISDN applications,
simplification of usage, and widespread deployment; however, ISDN
services do have something valuable to offer the users.

Support for "Unique"” Applications

There are applications that can only be implemented using integrated,
high-speed 